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Abstract—Nowadays, inter domain routing optimization is per-
formed based on the so called “Tweak and Pray” approach,
which consists in performing changes in the configuration of
the BGP protocol without knowing in advance the consequences
of such a modification. This is due to the lack of cooperation
among Network Operators in the configuration of the BGP to
optimize the inter domain routing. Inefficiency in the resource
usage, network anomalies and outages are common consequences
of wrong configuration changes performed by Network Operators
in an attempt to improve the performance of their infrastructures.
In this paper we propose a novel framework based on the Digital
Twin technology to enable the execution of “what-if”’ analysis
in the context of Traffic Engineering performed by tuning BGP
parameters. Such a paradigm shift will allow Network Operator to
be aware of the effects of BGP configuration changes before their
actual execution. A proof of concept related to the balancing of
inbound traffic in an Autonomous System network, based on the
use of the AS Path Prepending technique, is realized to validate
the feasibility of the proposed approach.

Index Terms—Digital Twin Network, Border Gateway Protocol,
What-If analysis

I. INTRODUCTION

The Internet is an interconnection of network infrastruc-
tures owned and operated by different entities, the so called
Autonomous Systems (ASs). To determine an end-to-end route
over the Internet, two distinct routing problems must be solved.
The first one aims at determining the route to transit through
an AS, i.e., the intra-AS routing, while the latter consists in
the assessment of the sequence of ASs that the traffic has to go
through to reach a destination prefix, i.e., the inter-AS routing.

Concerning the inter-AS routing, the Border Gateway Pro-
tocol (BGP) [1] is the de-facto protocol used to exchange
routing information between connected ASs. Along the years,
several strategies have been defined to optimize the network
performance by tuning the BGP configuration parameters, such
as the AS Path Prepending or the use of BGP Community
attribute [2]. For example, in an attempt to balance the incoming
traffic among peering links, a Network Operator (NO) can
perform the AS Path Prepending in order to force other ASs to
prefer the use of a specific route for a prefix [3]. Nonetheless,
since each AS only knows its own BGP configuration, the effect
of a change cannot be predicted before its application, leading
to the definition of the so called “tweak and pray” approach. In

practice, a NO will be aware of the effectiveness of a performed
action only after its application.

In today’s network ecosystem, where applications ask for
more reliability and where few seconds of service disruption
can potentially turn into severe revenue losses, the actuation
of such a paradigm is unacceptable. As a concrete example, in
October 2021, Facebook infrastructure has experienced an out-
age due to a misconfiguration happened during a maintenance
activity [4]. The performed changes have caused the withdrawal
of the Facebook’s datacenter prefixes that were advertised
through BGP, leading to a disconnection of its datacenters from
the rest of the Internet. Another example is the route leak [5]
event happened in 2015 and involving Malaysia Telecom and
Level 3 [6], a major backbone provider. Malaysia Telecom told
one of Level 3’s networks that it was capable of delivering
traffic to anywhere on the Internet. Once Level 3 decided the
route through Malaysia Telecom looked like the best option,
it diverted a huge amount of traffic to Malaysia Telecom. In
these situations, the availability of a tool to perform “what if”
analysis would have been able to prevent the outages.

For all these reasons, a shift of paradigm is mandatory,
passing from an incautious “tweak and pray” approach to a
more reliable and consequence aware “what if” analysis. In
the past, several attempts have been done in this direction. For
instance, in [7] it is proposed a framework to compute the
outcome of the BGP route selection process for each router
in a single AS given as input a new BGP update. Despite
these approaches aim to overcome the criticality of the “tweak
and pray” approach, they present some weaknesses, such being
too intrusive to the normal operation of the BGP protocol, or
by providing inaccurate estimation of the final outcome of a
protocol re-configuration.

In this paper, we aim to adopt the Digital Twin (DT) [8]
philosophy in order to enable such a paradigm shift. A DT
is a digital replica of a real system, which is continuously
synchronized with its physical counterpart, thus reproducing
an accurate description of its current status. In the considered
scenario, the physical system is represented by an inter domain
network realized as the interconnection of multiple ASs: it is
then a system of systems. Thus, we propose to model a single
AS with a DT, and the whole system with a network of DTs,
i.e., a Digital Twin Network (DTN). In particular, the main



contributions of the paper are the following ones:

« the proposition of a DTN to enable the execution of “what
if” analysis in the context of BGP configuration;

o the design of an architectural framework to handle the
management of the DTN;

o the creation of a Proof of Concept (PoC) to validate the
effectiveness of the proposed approach.

The rest of the paper is organized as follows: Sec. II provides
an overview of the state of the art with respect to the DT
technology and inter domain routing optimization, Sec. III
introduces the proposed architectural framework, whereas the
PoC is presented in Sec. IV, while Sec. V concludes the paper.

II. RELATED WORK

The performance optimization of the inter domain routing
requires to perform configuration changes involving the BGP
protocol. A common approach that is used by the NOs to
balance the incoming traffic is the AS Path Prepending, i.e.
increasing the length of the AS Path attribute of a BGP Update
by repeating the same AS Number multiple times. A tool
based on this approach is described in [9], which introduce the
AutoPrepend tool that is able to evaluate the effect of AS Path
Prepending in an automated fashion. At the same time, a NO
can change the local preference parameter in order to optimize
the distribution of the traffic exiting the AS [2]. By properly
tuning this parameter it is possible to find a suitable balance of
the outgoing traffic over the different peering connections.

The previous techniques are all based on a trial and error ap-
proach, where a NO changes the configuration of its devices and
evaluates the impact of such an action; configurations changes
can cause system instability during the network convergence
period. For this reason a branch of the literature has focused
on the possibility to build models for predicting the effect of
a configuration change in the BGP protocol. [10] is one of the
first works aiming at enabling what-if analyses in the context
of inter domain routing. Specifically, the authors propose a
framework to predict routes in the Internet in case of specific
events (e.g., removal of a peering connection). Differently than
previous approaches, which assumed that an AS is atomic, [10]
introduces the concept of multiple quasi-routers to capture route
diversity within the ASs, thus allowing to discover multiple
routes inside a single AS. In [7] a model for the prediction of
the route selection process performed by each router of a single
AS after a configuration change, is proposed. Unfortunately,
both methods have some limitations, being based on inference
(thus introducing possible errors in the output of the what-if
analysis), or being limited to a single AS. In this paper, we
aim to adopt the DT technology to overcome these limitations.

The DT technology is getting momentum in the context
of communication networks. There are two different types
of approaches to treat DTs in the networking field: i) the
network for the DT, and ii) the DT for the network. In the
first case [8], the DT is seen as a service provided to end
users, thus the challenge (from the network perspective) is to
guarantee resources for the creation of the DT (storage, CPU,
link capacity, etc.) and its synchronization with the physical
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Figure 1. Example of DTN of an inter domain network scenario composed of
four ASs.

system. In the second case, the DT technology is seen as a novel
tool to improve the network Operation and Management (OAM)
solutions. The present work goes in the last direction, thus in
the next we dive into the literature to provide an overview of
the current use DT in the context of network OAM.

A first interesting application of DTs in networking is
introduced in [11], where the authors present a framework
to coordinate concurrent applications (i.e., pursuing conflicting
objectives) running on top of an SDN controller. The idea is
that the effect of an action performed by an application is tested
over a DT in order to evaluate if it degrades the KPI of other
applications. Another interesting example is discussed in [12],
where the DT technology is used to reduce the cost of applying
a chaos engineering approach that evaluates the resiliency of a
complex IT application realized over a hybrid cloud scenario.
In [13] the DT of a network is realized using an approach based
on Machine Learning techniques: in particular, a Graph Neural
Network is trained in order to model the behavior of the real
system in case of a change in the input state, thus allowing the
execution of what-if analyses in real time. Two case studies are
considered to validate the effectiveness of the approach, i.e., the
prediction of the end to end delay and the routing optimization
in order to meet QoS requirements. DTs are also applied in the
context of network security. An example is reported in [14],
where the DT technology is used to model the target system
of an attack, allowing to learn dynamic security policy through
a reinforcement learning approach, which exploits the DT to
obtain a reward for the performed action.

III. THE ARCHITECTURE TO SUPPORT THE CREATION OF
THE INTER-AS DTN

In order to enable the execution of a what-if analysis to eval-
uate the impact of configuration changes in the BGP protocol,
we aim to realize a DTN of an Inter Domain Network (IDN)
scenario, i.e., a network realized by interconnecting different
ASs. An illustrative example of such a DTN is depicted in Fig.
1, where an IDN and its DTN, i.e. its digital replica, are shown.
More in detail, the DTN is composed by the interconnection
of the DTs of every single AS. The DT of an AS is a
digital representation of its control plane, i.e., the network
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Figure 2. The architecture of the proposed framework.

topology, the devices configuration, the routing tables, etc. In
particular, we exploit the Kathara framework [15] to create
the digital replica of an AS. Kathara is an emulation platform
based on Docker containers and Quagga software routers [16],
which allows to easily reproduce a network topology in a
single host machine. Thus, the DT of an AS is realized as a
Kathara laboratory, where the topology of the AS is faithfully
replicated and the configuration of each device (IP addresses,
IGP and EGP routing protocol, etc.) is synchronized with
the physical counterpart. Since all these details constitute a
sensitive information of the AS that cannot be disclosed to
other parties, in the proposed framework each AS is in charge
of creating and managing its own DT.

When a Network Operator (NO) of an AS needs to perform
a what-if analysis to evaluate the effect of a configuration
change at the control plane level, it can interact with its own
DT. If the targeted configuration change only concerns intra-
AS routing, no other DTs are involved in the analysis. On the
contrary, if the evaluation is related to a change in the inter-AS
routing protocol, then the NO must involve also the DTs of the
other ASs to obtain a feedback. For this reason, we propose
an architectural framework to create a logical interconnection
among the different DTs, to form a DTN.

Fig. 2 shows the logical entities of the proposed architecture:

o the physical system, which is composed of the different
ASs and their interconnections. With reference to a single
AS, the relevant information is represented by the topology
and the routers configuration';

o the Digital Twin Manager (DTM), which is an entity
controlled by the NO of an AS performing different tasks,
such as the management of the life cycle of the DT
and the exposition of an interface to perform the what-
if analysis. Life cycle management includes the creation
of a DT, its synchronization with the physical twin, and
the termination of a DT after it has been used to perform
a what-if analysis. The DTM also offers to the NO an

'In this work we focus our attention only on the Control Plane. In future
works also Data Plane parameters (delays, traffic, queue, etc.) will be included.

interface to perform tests on the DTN, e.g, by changing
the configuration of one (or more) device or by injecting
messages to stimulate the creation of a feedback (e.g.,
inject an echo request toward a destination address);

o the Digital Twin (DT), consisting on an emulated network
environment, that replicates the topology and the config-
uration of all the protocols and services in each device.
For each AS there can be one or more DTSs, in order to
enable the execution of multiple what-if analyses. A DT
can be in one of the following two states: i) sync, meaning
that it is faithfully replicating its physical counterpart, and
ii) corrupted, when the DT configuration deviates from its
physical twin due to some changes done to perform the
what-if analysis. A corrupted DT must be erased once the
test is completed;

o the DTN Communication module (DCm), that handles the
communication among all the different DTs, thus allowing
the creation of the DTN. To perform a what-if analysis,
the exchange of packets among DTs is needed and, since
each DT is isolated from the others, the DCm extracts
packets from a DT and injects them in different one/s;

In the following subsections we detail the processes of
creating a DT and handling the inter DT communication.

A. Setting up a new DT of an AS

The logical entity in charge of executing the setup of a new
DT of an AS is the DTM. The DTM obtains from the physical
AS its routing-level information, such as the network topology,
the configuration (specifically of the routing protocols) of
every router of the AS, and the routing tables. Once all these
inputs are available, according to the Kathara logic, the DTM
generates a lab.conf and a set device.startup files. The first one
is a description of the network topology, in terms of routers
and links, while the latter contains the configuration commands
(e.g., IP addresses, OSPF and BGP configuration, etc.) to be
executed at the device boot phase. To realize a faithful replica
of the physical AS, the routing tables of routers in the DT
must be synchronized with the ones of real routers of the AS;
in other words, the same routing convergence procedure must
take place at DT and physical levels. In the case of IGP routing,
the convergence is only a matter of time since the routers
exchanging control messages are all part of the same AS.

In the case of BGP routing, the border routers of different
ASs must communicate each other (e.g., BGP update exchange
between peers) to converge. Thus the challenge is to let
the DTM instantiate a new AS without cooperating with the
neighbouring ASs. To this extent, the DTM continuously sniffs
BGP update messages that are injected in the targeted AS and
store them in a set of pcap files (one for each BGP peer of the
AS). The BGP message sniffing phase is shown in Fig. 3. In
particular, some BGP updates related to prefixes P1, P2, P3
and P4 are received by the border routers of the AS,. These
are captured by the DTM and stored inside different pcap files.
When a new DT is created, the DTM merges the pcap files
in a single one, trying to preserve the logical order of the



Figure 3. Example of BGP update injection in the DT performed by the DTM.
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Figure 4. Example message exchange between two DTs performed by the
DCm.

captured messages”. After that, the DTM sequentially injects
the BGP updates in the DT, in order to let the routers learning
the route for the advertised remote prefixes. In order to do
this, at the Kathara lab creation step, the DTM includes in the
AS topology some dummy nodes, with the aim of emulating
external BGP peers. For instance, in the example shown in
Fig. 3, two dummy BGP peers are inserted in the DT of the
AS,, in order to emulate the BGP sessions existing between
the physical AS, and its neighbours. This approach allows the
routers in the DT of the AS, to be aware of the routes for
external prefixes, without the need to know the configuration
of the routers of other ASs. To perform the message injection,
in our prototype implementation, we have used the yaBGP tool
[17].

B. The Inter DT Communication

The communication among different DTs is the key element
toward the enabling of the what-if analysis in the context of the
inter domain routing optimization. To explain how it is handled
by the DCm, we refer to a use case, which is depicted in Fig.
4. The considered example is related to a BGP configuration
change (point 1 in Fig. 4) performed by the AS, on one of
its routers (e.g., the advertisement of a new prefix). Such a
configuration change induces the sending of a new BGP update

2This step is important, since the reception order is sometime used as a
tie-breaker in the selection of the best route.
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Figure 5. The reference scenario considered for the PoC.

toward its peer/s (point 2 in Fig. 4). In the context of the DT of
the AS,, the aforementioned update is sent toward the dummy
BGP peer, thus it would not lead to the creation of any relevant
feedback. Then, in order to let the update to be received by the
DT of the peer AS,,, the DCm continuously sniffs the packets
exchanged over the peering connection with the dummy BGP
peer (point 3 in Fig. 4): every time it sees a packet being sent
on that interface, it injects it in the next DT by means of the
related dummy BGP peer (point 4 in Fig. 4).

IV. PROOF OF CONCEPT

In this section we describe the PoC that has been realized
to validate the effectiveness of the proposed framework. The
reference scenario is the one reported in Fig. 5. The physical
network is represented by a kathara lab and is composed of
4 ASs, each of which contains a single router. BGP peering
relationships are established among neighbouring ASs. Fur-
thermore, AS4 advertises the existence of the local prefix P
100.0.0.0/24 (shown in yellow in the Fig. 5) by sending BGP
updates to its peers. At the same time, 4 DTs are realized by the
related DTM, and interconnected to form the DTN by means
of the DCm (not shown in the figure).

Currently the traffic originated by the AS1 and destined to the
prefix P enters the AS4 through the interface eth0 of the router
r4, as shown in the capture reported in Fig. 6, where it can
be seen that packets originating by the address 200.0.0.1 and
destined to 100.0.0.1 pass through the peering link connecting
AS4 with AS2.

Then, in order to load balance the incoming traffic over the
two peering links, the NO of the AS4 adopts the AS Path
Prepending technique with respect to the BGP update sent for
the advertisement of the prefix P. In particular, increasing the
length of the AS Path advertised toward the router r2, could
lead to a change in the best route adopted by the router r/,
which could then prefer the route advertised by the router
r3. Nonetheless, since AS4 does not know the BGP policies
adopted by the other ASs, it cannot know in advance if this
configuration change will lead to any change in the incoming



Capture on Interface eth0 of router r4 BEFORE applying the re-configuration

08:42:45.877362 IP 200.0.0.1 > 100.0.0.1: ICMP echo reply,
08:42:46.885400 IP 200.0.0.1 > 100.0.0.1: ICMP echo reply,
08:42:47.909452 IP 200.0.0.1 > 100.0.0.1: ICMP echo reply,
08:42:48.933430 IP 200.0.0.1 > 100.0.0.1: ICMP echo reply,
08:42:49.957425 IP 200.0.0.1 > 100.0.0.1: ICMP echo reply,
08:42:50.981446 IP 200.0.0.1 > 100.0.0.1: ICMP echo reply,
08:42:52.005424 IP 200.0.0.1 > 100.0.0.1: ICMP echo reply,
08:42:53.029401 IP 200.0.0.1 > 100.0.0.1: ICMP echo reply,
08:42:54.053419 IP 200.0.0.1 > 100.0.0.1: ICMP echo reply,
08:42:55.077308 IP 200.0.0.1 > 100.0.0.1: ICMP echo reply,
08:42:56.101460 IP 200.0.0.1 > 100.0.0.1: ICMP echo reply,
08:42:57.125363 IP 200.0.0.1 > 100.0.0.1: ICMP echo reply,
08:42:58.149431 IP 200.0.0.1 > 100.0.0.1: ICMP echo reply,

id 46,
id 46,
id 46,
id 46,
id 46,
id 46,
id 46,
id 46,
id 46,
id 46,
id 46,
id 46,
id 46,

seq 1, length 64
seq 2, length 64
seq 3, length 64
seq 4, length 64
seq 5, length 64
seq 6, length 64
seq 7, length 64
seq 8, length 64
seq 9, length 64
seq 10, length 64
seq 11, length 64
length 64
length 64

seq 12,
seq 13,

Capture on Interface eth1 of router r4 AFTER applying the re-configuration

08:42:59.173482 IP 200.0.0.1 > 100.0.0.1: ICMP echo reply,
08:43:00.197414 IP 200.0.0.1 > 100.0.0.1: ICMP echo reply,
08:43:01.221428 IP 200.0.0.1 > 100.0.0.1: ICMP echo reply,
08:43:02.245430 IP 200.0.0.1 > 100.0.0.1: ICMP echo reply,
08:43:03.269426 IP 200.0.0.1 > 100.0.0.1: ICMP echo reply,
08:43:04.293425 IP 200.0.0.1 > 100.0.0.1: ICMP echo reply,
08:43:05.317426 IP 200.0.0.1 > 100.0.0.1: ICMP echo reply,
08:43:06.341443 IP 200.0.0.1 > 100.0.0.1: ICMP echo reply,
08:43:07.365449 IP 200.0.0.1 > 100.0.0.1: ICMP echo reply,
08:43:08.389433 IP 200.0.0.1 > 100.0.0.1: ICMP echo reply,

id 46,
id 46,
id 46,
id 46,
id 46,
id 46,
id 46,
id 46,
id 46,
id 46,

seq 14,
seq 15,
seq 16,

length 64
length 64
length 64
length 64
length 64
length 64
length 64
length 64
length 64
length 64

seq 17,
seq 18,
seq 19,
seq 20,
seq 21,
seq 22,
seq 23,

Figure 6. Packet sniffing performed on the interfaces of router r4 in the DT.

routes. In fact, router r3 could have a higher local preference
for the BGP updates received from AS2 than that related to
AS4, or AS2 could filter updates advertised toward AS1, since
it does not want to serve as a transit.

Thus, in the following we show the result of the what-if
analysis performed by the NO of AS4, to obtain a feedback
about an AS Path Prepending operation performed on BGP
updates sent to AS2 and related to the prefix P. The analysis is
triggered by a configuration change performed by the NO of the
AS4 on the router r4 of the related DT. The new configuration
commands are the following ones:

neighbor 12.0.0.14 route-map PREPEND out
route-map PREPEND permit 10
set as-path prepend 4 4 4

In particular, a new route-map is defined with the aim to
insert three times the AS4 on the AS Path attribute of BGP
Updates. This operation is performed only in case of updates
sent to the router r2 in AS2. Once the configuration change is
performed, the router r4 in the DT is forced to generate new
BGP updates related to the prefix P toward all its neighbors,
by issuing the following command:

clear ip bgp * soft out

This command triggers then the actual execution of the what-
if analysis in the DTN. In particular, in this phase the ASs
exchange routing information until the process converge and
the new best routers to reach the prefix P are computed. This
step is governed by the DCm module, which continuously
transfer BGP updates among the DTs. Once the new best
routes are available, the last step is to evaluate the effect of the
configuration change. To this extent, the NO of the AS4 injects
in the DTN through the DTM an ICMP echo request directed
to a destination address belonging to AS1, i.e., 200.0.0.1. In the
meantime, it also starts sniffing traffic on interfaces eth0 and
ethl of the router r4 in the DT, in order to understand from
which of these two interfaces is received the traffic originated

by the AS1. The result of this test is reported in Fig. 6, where it
is shown that the related ICMP echo reply are received through
the interface ethl. Thus, the NO of the AS4 knows that the
prepending operation is effective in changing the best path of
the AS1 for the prefix P.

A. Discussion

In this subsection we discuss about the role of the DT tech-
nology in the context of a what-if analysis for the optimization
of the inter domain routing. The first point to be discussed is the
difference between a classical emulation tool and the proposed
DTN based framework. Clearly, emulation plays a crucial role
in this regards; we used Kathara to create the DT of a single
AS. Nonetheless, the simple emulation would not be enough to
perform the what-if analysis discussed in the presented PoC.
This is because a single NO does not have the configuration
details of the other ASs, thus it could not setup an emulation
environment by only relying on the information it knows. In this
perspective, the DTN is then the interconnection of different
emulators that replicate the single ASs, each one realized and
managed by a different NO: each AS owner exposes its DT to
the others as if it is a sort of interface.

This last point raises another concern, which is related to the
possibility for different NOs to collaborate in order to realize
the DTN. We believe that the opportunities provided by the
possibility to realize what-if analyses could push the NOs in
federating to create the DTN. Thanks to the architectural choice
of keeping each DTM owned and managed by a single AS, the
internal configuration of the ASs is kept confidential. This point
is crucial for its widespread adoption from the different NOs.
At the same time, similarly as it happens in case of Internet
Exchange Points (IXPs), it is also needed the introduction of a
third party that is in charge of managing the DCm.

V. CONCLUSION AND FUTURE WORK

In this paper we have presented a framework to realize a
Digital Twin Network with the aim of enabling the execution
of what-if analises in the context of the inter domain routing
optimization. The proposed framework is based on two main
building blocks: the DTM and the DCm. A proof of concept,
related to the prediction of the effects of a AS Path Prepending
strategy used to load balance the incoming traffic over multiple
peering connections, has been realized to show the effectiveness
of the proposed approach. As next steps, we aim to introduce
also the realization of the DT of the data plane of each AS. This
will allow to get further feedback, such the estimation of the
RTT and the amount of traffic that is moved by a configuration
change.
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